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Management and Workload Decoupled
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The Big Picture - Dream Maker (aka OpenShift) Tech Stack
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The Big Picture - Tech Stack
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Hosted Control Planes (HyperShift) — i

[ Hosted Control Planes
| HyperShPt = (CP) + (Workers) |

e An OpenShift Topology

e Service for hosting OpenShift control planes at scale

Hosted Control Planes

e Solves for cost and time to provision

e Portable across clouds

Sf»oo,)pom

Con’trol-Plane

e Provides strong separation of concerns between

Standalone
management and workloads.
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Why HYPQPShifT? (G

V777730 777/7)

[ Hgpersibt = €Y+ Gorkers) |

No waiting for machines
Control plane and workload could run

on different providers Immediate clusters

Mixed Management & Worker laaS Multiple Control Planes per node

vs 3 nodes for 1 CP
@ Cheaper Control-planes

Control-plane and Workloads could run on
different architectures

l Heterogeneous Arch Clusters Control-Plane as pods, re-use
all K8s Goodies

1::’ Kubernetes-in-Kubernetes

What's Possible?

Logically centralised HyperShift Enabler Features
management of control-planes
Isolate tenants, seal away credentials/keys, and

§ Easier Multi-cluster Management prevent users from shooting themselves in the foot

100s of cluster control planes on the same
physical cluster, just a namespace away.
Single Pane of Glass, Happy SREs

a Trust Segmentation & Human
Error Reduction

Possible to upgrade Management and WKLOAD

_ Easier Operability separately (e.g., CVE, Patches,...)

Y Decoupled Life-cycle Management

‘ Red Hat



Short Stories / Use-cases

It tokes lons,ef‘ tThan expecte_d I dont woant Workload admins/bevelopers to
for me to create a Qlugtep have access to con'trol—Plane,s

I have one lomge server, but It's too
much to host \“us‘t one cluster
(Wasted resources)

It tokes alot of compute to J

host my con‘trol-plome

P as wo

I want wore space for workloads
Prevent CRD conflicts between tenants. on my Qlus'te_r‘
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Cluster Sizes Trending Down, Cluster Count UP!

56.5%

Percentage of Clusters per Size(%)

3- 7% 2. 9%

L T T
XS (<=32) M (<=256) S (<=64) L («=512) XL (513+)
Cluster Size
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‘ Why HCP?

G Supported OpenShift topology

Reduced infrastructure costs / densification

Faster cluster creation

( .\ Strong separation between control and workload

5 - I

Standalone

£8] scevoricsopenshiftiopoiooy
[l Recucedintrastructure coms densfcatin
() orcusrcenin §
[SY strong sparation between controland workdosd__
I3 sceportmutarn/muti-ene

% Support multi-arch / multi-env

E Centralized management in a "Managed"” model

‘ ‘ RedHat
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Standalone Control Plane

Standalone control plane
(dedicated control plane nodes)

Single cluster Worker pool
control plane

Control nodes x3 Worker nodes xN
api-server Workloads xN
etcd SDN
kem Kubelet
con?;g:;nts CRI-O

2024-03
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Standalone control plane

(dedicated control plane nodes)

Single cluster
control plane

Worker pool

Control nodes x3

api-server

etcd

kem

Other
components

Worker nodes xN

Workloads xN

SDN

Kubelet

CRI-O

Hosted Control Plane

Hosted control plane

(decoupled control plane and workers)

Hosting service cluster
(hosts the control planes)

Hosting service cluster node

Cluster1
namespace
(control plane)

Cluster 2
namespace
(control plane)

api-server api-server
eted eted
Other Other
components components
Cluster1 Cluster 2

worker nodes

Worker
nodes xN

worker nodes

Worker
nodes xN

2024-03
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Management

e  Hosted Control Plane:
o  Management of the cluster happens from the hosting cluster, allowing a clearer breakdown of
responsibilities/personas
o Interaction happens through the following Kubernetes objects:
m  HostedCluster which represents the control plane.
m  NodePool which represents the workers.

m  MachineConfigs which are embedded as part of the NodePool specification.

2024-03
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Architecture Overview

Management (Mgmt) / Hub Cluster
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Worker Nodes
(hosted in VMs on OCP) ‘i

Control Planes
(hosted in OCP)
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Create HCP cluster

Via ACM WebUI

Dedicated CLI

Contributor: David Martini

m—)

Hosted

Run an OpenShift cluster where the control plane is decoupled from the
data plane, and is treated like a multi-tenant workload on a hosting
service cluster. The data plane is on a separate network domain that
allows segmentation between management and workload traffic.

+ Reduces costs by efficiently reusing an OpenShift cluster to host
multiple control planes.

+ Quickly provisions clusters.

hcp - Hosted Control Plane Command Line Interface (CLI)

With the Hosted Control Plane command line interface, you can create and manage OpenShift hosted clusters.

* Download hep CLI for Linux for x86_64

¢ Download hep CLI for Mac for x86_64 @

e Download hep CLI for Windows for x86_64 2

* Download hep CLI for Linux for ARM 64

e Download hep CLI for Mac for ARM 64

¢ Download hep CLI for Linux for IBM Power @

e Download hep CLI for Linux for IBM Power, little endian &
¢ Download hep CLI for Linux for IBMZ &

‘ Red Hat



Create HCP cluster

export CLUSTER_NAME=hcpO1

export PULL_SECRET="./pull-secret"

export SSH_KEY="./dm_key.pub"

export MEM="8Gi"

export CPU="4"

export WORKER_COUNT="3"

export BASE_DOMAIN=drkspace.fr

export CP_DEPLOYMENT_MODE="SingleReplica"
export INFRA_DEPLOYMENT_MODE-="SingleReplica"

Variables definition

Time Provisioning = ~10 min

hcp create cluster kubevirt \

--name $CLUSTER_NAME \

--release-image $RELEASE_IMAGE \

--node-pool-replicas SWORKER_COUNT \

--pull-secret $PULL_SECRET \

--ssh-key $SSH_KEY \

--memory $SMEM \

--cores $CPU \

--control-plane-availability-policy $CP_DEPLOYMENT_MODE \
--infra-availability-policy $INFRA_DEPLOYMENT_MODE

Cluster creation

https://github.com/davmartini/redhat-techs/tree/main/openshift/hcp

20

Contributor: David Martini

‘ Red Hat


https://github.com/davmartini/redhat-techs/tree/main/openshift/hcp

Infrastructure

Credentials

21

Create HCP cluster

RedHat

Openshift All Clusters ~

Clusters @

Cluster list Cluster sets Cluster pools Discovered clusters
O« Q Search Y Filter Create cluster Import cluster Actions ¥
Name T ( Namespace ® Status Infrastructure Control plane type
O hepot clusters © Ready @ Red Hat OpenShift Virtualization | Hosted
0 local-cluster local-cluster © Ready ¢ Other Hub

Distribution version Labels Nodes
OpenShift 414.3 openshiftVersion-m... @3
openshiftVersion-m...
8 more
OpenShift 414.5 openshiftVersion-m... Q1

openshiftVersion-m...
velero.io/exclude-fro...

10 more

1-2of 2items

Ll

Add-ons

92

David Martini «

Get started with Multicluster Hub

1-20f2 ~

Creation date

15/12/2023,10:01:05 §

13/12/2023,17:51:23 :

1 of 1page

& RedHat



Create HCP cluster

hcpO1
Download kubeconfig Actions
Overview Nodes Add-ons
v Control plane status
0 > Control plane
o v Cluster node pools
Q Search Add node pool 1-10f1 ~
Node pool 1 Status Distribution version Root volume Compute Nodes Health check Upgrade type Autoscaling
hepOl1 @ Ready OpenShift 414.3 3 False Replace False :
1-1oflitems ~ 1 of 1 page

22
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HCP cluster on Management Cluster

Project: clusters-hcpO1 =

Pods
Y Filter ~ Name « Search by name.. /
Name 1 Status
Q capi-provider-845fd9b4b5- £ Running
hf4qz

e catalog-operator-5df44dd8bc- £ Running
Ihmcg

Q certified-operators-catalog- £ Running
7ddfd77c96-4shq4

Q cluster-api-54b7fb46f-w5d4z £ Running

@ cluster-autoscaler- £ Running
5b89666595-mgl2q

Q cluster-image-registry- £ Running
operator-57b667d574-2xfnk

@ cluster-network-operator- £ Running
dc856477¢c-2xwm4

Ready

7

2/2

”

”

Ul

22

2/2

Project: clusters-hcpO1 =

Control Plane Pods

Contributor: David Martini

@ hcp01-8b7a3cf7-cz5pv

@) hcp01-8b7a3cf7-dlbdl

@D hcpo1-8b7a3cf7-fw2xp

VirtualMachines
Y Filter « Name «  Search by name..
Name 1 Status

< Running Not migratable

2 Running Not migratable

< Running Not migratable

Data Plane VMs

‘ Red Hat
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Deep-Dive Cluster-API-Agent Flow
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Assisted Installer Overview

e Most installers take the desired configuration as input and attempt to install. If the installation fails, the
administrator gathers logs to understand the cause, possibly changes the inputs, and tries again.
e The Assisted Installer is different:
o Aninstallation service provides a central point of contact, from defining the configuration, to
monitoring progress, to downloading logs.
o The administrator downloads a discovery ISO from the service and boots hosts with it.
o Each host runs an agent process that communicates with the installation service (discovery
phase).
o The service gathers information from the agents regarding the actual environment and uses it to
m \alidate inputs before the installation begins
m Suggest smart default values

1. Boot \'r “ Assisted Service
discovery »
>0 2. Register and
/ Agent \\ communicate
B (mmmmenmmm)

& RedHat



27

Infrastructure Operator APIs

The service exposes two kinds of APIs:
1. REST: used by agents, as well as users for
downloading images, logs, fetching events, etc.
2. Kubernetes-native (Custom Resources): used
by users/automation for provisioning

The operator defines 3 CRDs:
e AgentClusterinstall (an extension of Hive's
ClusterDeployment)
e Agent (represents an agent running on a discovered
host)
e InfraEnv (represents the infrastructure environment
encapsulated in a Discovery ISO)

®

Agent \

Hinme nnim|

1 l

RESTAPI | K8sAPI

Assisted Service

& RedHat
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Persona 1: Infrastructure Administrator

The Infrastructure Administrator performs three main tasks:
1. Defines one or more InfraEnvs
2. Downloads the discovery image from an InfraEnv and boots hosts with it (this may be automated with
external tooling)
a. Once a host boots with the discovery image, the agent running on it will register with the service,
creating an Agent CR
3. Optionally sets properties on the Agents (e.g., hostname, installation disk) and approves them for use

& RedHat
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Persona 2: Cluster Creator

The Cluster Creator:
1. Defines a HyperShift HostedCluster of type “agent”
a. Specifies the namespace where the relevant Agent CRs are located
b. As aside effect, an operator called cluster-api-provider-agent is installed in the HostedCluster’s
namespace
2. Defines a HyperShift NodePool
3. Scales up the NodePool, which creates CAPI Machines
a. For each CAPI Machine, cluster-api-provider-agent will find a suitable Agent (unused, approved,
matching specified labels). Once it finds a suitable Agent the Assisted Service will run additional
validations and, if successful, install the host.

& RedHat
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Introduction to Hosted Control Planes (HyperShift)

Failure Scenarios

Failure Result

Loss of management cluster worker

Hosted control plane APl is still available.
Hosted cluster data plane is still available.

Impacted hosted control plane member is rescheduled.

Loss of management cluster availability zone

Hosted control plane APl is
Hosted cluster data plane is still available.
Impacted hosted control plane maintains quorum.

Loss of management cluster control plane

Hosted control plane APl is still available.
Hosted cluster data plane is still available.

Loss of management cluster control plane and workers

Hosted control plane APl is not available.
Hosted cluster data plane is still available.

See a live demo of these situations!

‘ Red Hat


https://www.youtube.com/watch?v=z_5VB8vdPO0

Introduction to Hosted Control Planes (HyperShift)

Failure Scenarios Compact Nodes (Not Recommended)

Failure Result

Loss of management cluster worker Hosted control plane APl is
Hosted cluster data plane is still available.
Impacted hosted control plane member is rescheduled.

Loss of management cluster availability zone Hosted control plane APl is
Hosted cluster data plane is still available.
Impacted hosted control plane maintains quorum.

Loss of management cluster control plane Hosted control plane APl is not available.
Hosted cluster data plane is still available.

Loss of management cluster control plane and workers | Hosted control plane API is not available.
Hosted cluster data plane is still available.

See a live demo of these situations!

‘ Red Hat
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a Self-Managed HCP

& RedHat
OpenShift

Hypershift s | Hosted Control Plane ( HCP)

OCP4.14/ ACM 2.9 / MCE 2.4
Release date : 11/2023



Managed service

“ Red Hat
OpenShlft

Hypershift s | Hosted Control Plane ( HCP)

Red Hat OpenShift Service on AWS (ROSA)
Release date : 4/11/2023

~30% saving
HCP deployment (for 9 workers cluster)
& | aws or
RedHat | v’
Classic deployment & recrist

Contributor: David Martini




‘ What's Happening in HCP?

What's Happening

in HCP?

Preview 4.16
Etcd Backup APT

MCE 2.5 Core + ACM/MCE
Sizing Dashboard

Managed
_E
MCE 2.6
Health/Alerting Dashboards for
HCP in ACM
ROSA w/ HCP
GAc gside Ope ift

Providers
-€

AWS == Multi-Arch

Tech preview in MCE 2.5
Non-BM Workers

MCE 2.4 (&A)/'Disconnec‘red

BM Ipvé

Agent

MCE 2.4 (GA) via CLI/APT
External Mode
OpenShift Virtualization

Provision from MCE Console

MCE 2.5

ACM/MCE UI for Virt

‘ Red Hat
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Thank youl!




